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Abstract
Positive mood can affect a person’s tendency to gamble, possibly because positive mood fosters unrealistic optimism. At the same time, unexpected positive outcomes, often called prediction errors, influence mood. However, a linkage between positive prediction errors—the difference between expected and obtained outcomes—and consequent risk taking has yet to be demonstrated. Using a large data set of New York City lottery gambling and a model inspired by computational accounts of reward learning, we found that people gamble more when incidental outcomes in the environment (e.g., local sporting events and sunshine) are better than expected. When local sports teams performed better than expected, or a sunny day followed a streak of cloudy days, residents gambled more. The observed relationship between prediction errors and gambling was ubiquitous across the city’s socioeconomically diverse neighborhoods and was specific to sports and weather events occurring locally in New York City. Our results suggest that unexpected but incidental positive outcomes influence risk taking.
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affective structure of the environment (Bayer & Glimcher, 2005; Delgado, Li, Schiller, & Phelps, 2008; Schultz, Dayan, & Montague, 1997). It thus appears that the difference between expected and obtained outcomes drives many important behavioral phenomena inside and outside the lab. Accordingly, we set out to examine whether positive prediction errors resulting from incidental events predict real-world risky decision making by the roughly 8 million people living in New York City.

Sporting events and the weather are a source of incidental phenomena that are thought to influence mood (Cunningham, 1979; Sloan, 1989), laboratory-assessed risk taking (Bassi et al., 2013), criminal behavior (Card & Dahl, 2011), and financial market activity (Edmans, Garcia, & Norli, 2007; Garrett, Kamstra, & Kramer, 2005; Hirshleifer & Shumway, 2003; Kamstra, Kramer, & Levi, 2003; Kamstra, Kramer, Levi, & Wermers, 2015). We hypothesized that prediction errors—which we define here as deviations from recent historical trends—stemming from these incidental, valenced outcomes would influence population-level mood, in turn predicting subtle day-to-day fluctuations in lottery gambling that would be observable at the level of a large city. Because both sporting events and sunshine occur continually and exhibit considerable intrinsic variability, we were able to assess how daily lottery gambling in a large city responds to these kinds of prediction errors. We note that our focus on deviation between outcomes and expectations contrasts with previous work examining how sports outcomes themselves drive economic behavior (e.g., Edmans et al., 2007).

The purchase rates of daily fixed-odds lottery games in New York City have a number of useful properties as an operationalization of risk-taking behavior at the level of a city. First, state-lottery gambling is pervasive: Among the 6.1 million adult residents of New York City, more than $1.3 billion of fixed-odds lottery tickets are sold annually. On average, residents of neighborhoods with notably high lottery-gambling rates spend more than $1.40 per day on these products. Second, the expected values of these lotteries, from the perspective of the decision maker, remain constant because the jackpots do not vary over time or as a function of the number of participants. Thus, there is good reason to believe that the day-to-day fluctuations in purchases of these games (averaged over a year) reflect factors extrinsic to the lottery itself and can function (after important nuisance variables are accounted for) as a proxy for, or even a direct measurement of, the risk attitudes of New York City’s gambling population—which are themselves a proxy for unrealistic optimism (Wright & Bower, 1992). Finally, this massive time series of neighborhood-by-neighborhood lottery purchases affords the statistical power necessary to detect subtle changes in risk attitudes that are hypothesized to occur in the real world, given data from existing laboratory studies.

In keeping with the emerging standard for good statistical practice in these large, real-world data sets, we performed a number of exploratory analyses on the $1.3 billion of purchases in 2011. Our statistical conclusions, however, are based on mixed-effects regressions performed on the $1.3 billion of purchases in 2012. Massive data sets of this kind allow use of such highly precise replication-based approaches to avoid false positives under conditions of multiple comparisons—an issue of growing concern in small laboratory studies (Button et al., 2013). To foreshadow our results, we found that large prediction errors resulting from sports or sunshine could shift daily purchase rates up or down by up to 0.5%, and these effects were largely homogeneous across both the city’s wealthier and poorer neighborhoods.

**Method**

Our data sources and statistical procedures are described in detail in the Method section. Information regarding the logic guiding our analyses can be found in the Results section.

**New York City lottery data**

We acquired daily lottery purchases, sorted by postal code (ZIP code) for the years 2011 (our exploratory data set) and 2012 (our confirmatory data set) from the New York State Gaming Commission via a Freedom-of-Information-Act request. We also obtained aggregated daily sales, across 174 ZIP codes, for all daily, non-jackpot-based lottery games available in New York state (“Numbers,” “Win4,” “Pick10,” “Take5,” “QuickDraw”). For each ZIP code, we summed the sales of these games and divided this composite by the ZIP code’s adult population to control for population differences across ZIP codes (Oster, 2004) and log-transformed this value. This calculation yielded our dependent measure of purchases per adult (Figs. 1a and 1b). Our exploratory data analyses were conducted on the 2011 data. Hypotheses developed from uncorrected statistical analyses of the 2011 data set were then tested on the 2012 data with a single, prespecified set of regressions.

**Sports outcomes**

We used custom software to access the ESPN.com Web site and obtain the outcomes (wins, losses, and ties) of regular and postseason games played by New York City–area teams in 2011 (492 games) and 2012 (564 games). These data covered the National Football League, the National Basketball League, the National Hockey League,
Fig. 1. The time course of lottery purchases, sports teams’ probability of winning, and prediction errors based on probability of winning. Citywide per capita (a) and residual per capita (b) purchases of daily lottery tickets are graphed as a function of date for 4 months in 2011. The citywide values are averages of purchases across all ZIP codes in New York City. Residual values were obtained by controlling for a number of cyclical and noncyclical nuisance variables (see the Nuisance Variables section) and are graphed for the city as a whole and separately for three ZIP codes.

Exponentially weighted estimates of the probability of winning are graphed over the course of 2011 for each of six teams (c). Each time an outcome (i.e., a win or a loss) occurred, the estimate was updated to adjust the season-based estimate of winning. Prediction errors over the course of 2011 are graphed (d) separately for the six teams and (e) citywide (i.e., summed across the six teams). Prediction errors were calculated as the deviation between the outcome (win or loss) and the estimated probability of winning for that team on that day.
and Major League Baseball. We also obtained sports outcomes for the six U.S. metropolitan regions that have the next largest media-market sizes (Nielsen Company, 2013) and are also home to three or more teams affiliated with the four major sports leagues noted earlier: Los Angeles, Chicago, Philadelphia, Dallas–Fort Worth, the San Francisco Bay Area, and Boston.

For each team, we constructed an exponentially weighted average of team success,

\[ P_{\text{win}}(t + 1) = P_{\text{win}}(t) + \alpha \left[ O(t) - P_{\text{win}}(t) \right], \]

where \( t \) is the day of the year, \( O(t) \) is the outcome (win = 1, loss = 0, tie = .5) on that day, and \( \alpha \) is a recency parameter (i.e., learning rate) that makes more recent outcomes more influential than earlier outcomes. This recency parameter was set to a value of .1 for all analyses; there is strong behavioral evidence for this learning rate (Behrens, Woolrich, Walton, & Rushworth, 2007) and that is broadly used in analyses of this kind (Eldar & Niv, 2015). On a day when a team did not play, \( P_{\text{win}} \) was simply carried forward from the previous day, which made our analysis of prediction error analogous to the trial-based learning algorithms used in the experimental literature (Rutledge et al., 2014). The prediction error (PE) for a team on a given day was calculated as the difference between that day's expected outcome, \( P_{\text{win}}(t) \)—the moving average from the previous day—and actual outcome, \( O(t) \):

\[ PE(t) = O(t) - P_{\text{win}}(t). \]

On each day, the prediction errors resulting from teams that played on that day were summed to compute a citywide sports prediction error. This exact computation was applied for the six other U.S. metropolitan areas, resulting in citywide sports prediction errors for each area. These prediction errors were then related to gambling behavior on the subsequent day.

**Solar irradiance data**

We used satellite-derived estimates of direct normal irradiance (DNI), a measure of solar irradiance, in units of watts per square meter, on a surface directly facing the sun (Clean Power Research; http://www.solaranywhere.com). Larger DNI values indicate clearer skies (i.e., more sunshine). These hourly satellite-derived irradiance estimates have been demonstrated to be a reliable source of solar microclimate characterization (Perez et al., 2002). For each day in 2011 and 2012, we computed the mean nonzero DNI (i.e., because estimates for hours between sunset and sunrise yield zero), which served as our daily estimate of solar irradiance. From this quantity, we constructed a daily exponentially weighted average, computed analogously to the sports indices described earlier:

\[ \overline{\text{DNI}}(t + 1) = \overline{\text{DNI}}(t) + \alpha \left[ \text{DNI}(t) - \overline{\text{DNI}}(t) \right]. \]

Again, \( \alpha \) was set to a value of 0.1, and the prediction error for a given day was calculated as the difference between \( \text{DNI}(t) \) and \( \overline{\text{DNI}}(t) \). In addition, we collected DNI estimates for four of the six U.S. metropolitan areas listed earlier. Boston and Philadelphia were omitted because their proximity to New York City (342 and 143 km, respectively) would induce spurious correlations into our analyses.

**Demographic data**

We used custom software to retrieve American Community Survey 5-year estimates from the U.S. Census Bureau (2015). We obtained the number of adult residents, per capita income levels, and highest completed level of education for the population 25 years of age and over. We also obtained the percentage of the adult workforce engaged in “management, business, science and arts” occupations; this major-level classification, defined by the Standard Occupational Classification Policy Committee at the U.S. Bureau of Labor Statistics (2010), is a rough measure of white-collar employment. The information retrieved included data for all 174 New York City ZIP codes in the years 2011 and 2012. Each neighborhood's composite socioeconomic status (SES) was computed as the sum of the \( z \) scores of its per capita income, years of education, and proportion of white-collar workers, following the method of Roberts (1997); we refer to this as ZIP-code SES. To calculate the proportion of residential properties in each ZIP code, we obtained lot-level information for 2011 from the New York City Department of City Planning (2013).

**Nuisance variables**

Because of the cyclicity inherent in data series of this sort, we specified a number of dummy variables to control for day-of-week effects, holidays, common paycheck cycles, and severe weather events. We constructed individual dummy-coded regressors for all days of the week and months of the year. Following the method of prior work (Evans & Moore, 2011), we dummy-coded regressors for U.S. national holidays that fell on Mondays or Fridays (Presidents’ Day, Martin Luther King Jr. Day, Memorial Day, Labor Day, Columbus Day, Veterans’ Day), as well as for New Year’s Day, January 2, Easter Sunday,
Independence Day, Thanksgiving Day, and Christmas Day. Separate dummy-coded regressors were constructed for common days on which people are paid, the 1st and the 15th days of each month (if either of these fell on a weekend, the immediately preceding weekday was used). We constructed a separate regressor coding for Hurricane Irene (August 27–29, 2011) and Hurricane Sandy (October 29–November 1, 2012), as well as a regressor coding for blizzards, defined as days on which snow occurred and average visibility was below 5 miles (there were 2 such days in 2012 and 5 in 2011; we obtained data on the seven cities and the two years in question from WeatherUnderground.com).

Data analysis

To mitigate the concern that lottery gambling in primarily nonresidential neighborhoods could be driven by nonresidents (e.g., people who purchase lottery tickets near their places of employment), we excluded data from 11 ZIP codes in which less than 10% of the properties were classified as residential (relative to other zoning classifications). Because Hurricane Sandy exerted lasting effects on population levels and commercial activity in a number of coastal neighborhoods (which was evident in per capita lottery purchases), we excluded data from 6 ZIP codes for which mean per capita purchases after Sandy (November 1–30, 2012) fell below 75% of their average levels before Sandy (January 1–October 27, 2012). These ZIP codes were removed only from the 2012 (confirmatory) data set; 163 and 157 ZIP codes remained in the 2011 and 2012 analyses, respectively.

Linear regressions were conducted as mixed-effects models, performed using the lme4 package (Pinheiro & Bates, 2000) in the R software environment (Version 3.2.2; R Development Core Team, 2015). Contrasts were performed using the esticon function in the doBy package for R (Højsgaard & Halekoh, 2009). The linear model included the dummy-coded nuisance regressors specified earlier. The predictors of interest were entered into the regression as z scores. Estimates and statistics are reported as fixed effects at the population level except as noted. In the Results section, for the graphs with lottery purchases as a dependent measure, we used the residual purchases calculated from the mixed-effects regression with only the nuisance variables described earlier as predictor variables. To examine the specificity of New York City and aggregated other-city effects, we performed a bootstrap test to compare the two distributions of effect sizes, comparing the observed Kolmogorov-Smirnov distance with those of 10,000 shuffled effect-size distributions (the null distribution). We note that our key hypotheses regarding prediction errors were developed in analyses of the 2011 data, which served as a discovery data set. Our ex ante key hypothesis was then tested in the 2012 data set using a single-shot analysis. The supplemental outcome-based analyses (reported in Tables S2 and S4 in Supplemental Figure and Tables in the Supplemental Material available online) were subsequently carried out post hoc on the 2012 data set (in response to reviewer suggestions) without additional corrections for multiple comparisons. These subsequent analyses did not lead to a revision of the main conclusion derived from the single-shot analysis.

Results

Overall characteristics of city lottery gambling

We obtained daily lottery sales data, as described in the Method section. We averaged these data across 174 New York City ZIP codes. For each ZIP code, we aggregated the dollar sales of each of the daily lottery games and normed those numbers by the ZIP code’s population, producing a composite per-capita index of lottery gambling, depicted in Figure 1a. We removed the influence of the day of week, the month of year, and a number of other nuisance variables using a mixed-effects regression, which yielded residual time courses of lottery gambling for each postal code (Fig. 1b). The temporal patterns in the amount of lottery purchases were correlated between neighborhoods (mean r = .23 across all ZIP codes over 2011), which suggests that common causes—unexplained by cyclicality or seasonality—might influence citywide gambling behavior.

Sports-based prediction errors and gambling

We obtained the outcomes of games played by the seven major professional sports teams based in New York City. From each team’s day-to-day outcomes, we calculated $p_{\text{win}}$ from an exponentially weighted average of past outcomes (Fig. 1c). For each day on which a given team played, we calculated the prediction error as the difference between the game’s outcome and the expected $p_{\text{win}}$, yielding a time course of prediction errors that spanned the team’s playing season (Fig. 1d). Finally, we calculated a citywide prediction-error measure covering an entire calendar year (Fig. 1e), as described in the Method section. We adopted this model because of its strong neurobiological (O’Doherty, Dayan, Friston, Critchley, & Dolan, 2003) and psychological (Eldar & Niv, 2015; Rutledge et al., 2014) support and because exponentially weighted averaging makes minimal assumptions about the source of these expectations. The prediction error was positive when, on average, the city’s teams performed better than
expected, and it was negative when the teams performed worse than expected.

We hypothesized that when New York City–based teams performed unexpectedly well—that is, when prediction error was positive—citywide lottery gambling would increase on the next day. When teams performed worse than expected, gambling would decrease. We reasoned that the effects of sporting outcomes would be most salient on the following day. In addition, to correctly link outcomes of games played on a given day to lottery gambling occurring later on that same day (Edmans et al., 2007), hour-by-hour purchasing data would be needed, and such data were not available. Strikingly, the predictive relationship between prediction error and residual per capita lottery purchases was positive and close to linear (Fig. 2a): New York City residents gambled more on the lottery the greater their prediction error on the previous day.

A mixed-effects linear regression revealed a significant predictive effect of citywide sports prediction error, \( \beta = 0.0029, p < .0001 \) (see Table S1 in Supplemental Figure and Tables). Considered separately, positive and negative prediction errors exerted significant positive and negative effects, respectively; the negative prediction error was larger in magnitude, linear contrast, \( p < .0001 \) (see Table S8 in Supplemental Figure and Tables).

According to the logic of our hypothesis, only sports outcomes consequential to New York City residents should predict gambling behavior. To test this hypothesis, we computed citywide sports prediction errors for six additional U.S. metropolitan areas, as described in the Method section, and estimated each city's predictive effect on New York City lottery gambling. To facilitate comparison of prediction-error effect sizes across the metropolitan areas considered, we individually estimated prediction-error effect sizes for each city's teams at the New York City ZIP-code level and aggregated the effect sizes for the non–New York City teams. This yielded two distributions of neighborhood-level effect sizes (Fig. 2b).\(^1\) The distributions of New York City's and the other cities' prediction-error effect sizes revealed that prediction-error effects on gambling were specific to New York City's sports teams (bootstrap test on effect sizes, \( p < .0001 \)).

We also investigated whether absolute outcomes rather than prediction errors exerted similar effects on gambling. In particular, we examined whether the proportion of teams that won (Fig. 3a) and the aggregate number of wins (Fig. 3b) on the previous day were related to lottery purchases. In both cases, we found weaker and markedly less consistent relationships than those observed in the prediction-error based analysis (Fig. 2a), which suggests that the influence of incidental sporting outcomes on gambling is mediated by prediction error. Statistically, the day-to-day composite of sports outcomes (i.e., citywide wins minus citywide losses) was not significantly predictive of gambling (see Table S2 in

---

**Fig. 2.** Effect of prediction errors for sports on per capita lottery purchases. The graph in (a) shows the relationship between residual composite per capita lottery purchases and the summed citywide prediction error for sports on the prior day, separately for 2011 and 2012 data sets. Residual values were obtained by controlling for a number of cyclical and noncyclical nuisance variables. Error bars represent \( \pm 1 \) SE. The dashed black line indicates a zero-magnitude effect, interpreted as the baseline. The graph in (b) shows the distribution of prediction-error effect sizes for New York City teams and for teams from the other six cities combined (from the main mixed-effects regression). The dashed red line indicates the population-level New York City prediction-error effect size for sports.
Moreover, this outcomes-based model explained significantly less variance than the prediction-error-based model, likelihood ratio test, \( p < .01 \).

**Sunshine-based prediction errors and gambling**

The observed effect of sports prediction errors suggested that incidental good fortune affected gambling behavior. To ensure that this effect was not specific to sports and would generalize to other incidental outcomes, we performed a similar analysis of fluctuations in local sunshine intensity. On the basis of day-to-day average measurements of solar irradiance in New York City, we calculated an irradiance prediction error (in units of watts per square meter), which quantified how each day’s sunshine level deviated from the exponentially weighted expectation calculated from recent history (see Fig. S1 in Supplemental Figure and Tables). These deviations positively predicted same-day lottery gambling (Fig. 4a), which indicated that positive changes in sunshine—for example, a sunny day after a prolonged period of cloudiness—predicted increased gambling behavior (see Table S3 in Supplemental Figure and Tables), \( \beta = 0.0035, p < .0001 \). Individually, positive and negative prediction errors exerted significant positive and negative effects, respectively, but in the case of irradiance (unlike for sports wins), the effect of positive prediction errors was larger in magnitude, linear contrast, \( p < .0001 \) (see Table S9 in Supplemental Figure and Tables).

Irradiance prediction errors calculated for a subset of the six other cities (omitting Boston and Philadelphia, which are close to New York City and have similar climates) again revealed that the effect of incidental good fortune on lottery gambling is specific to events in New York City (Fig. 4b), bootstrap test, \( p < .0001 \). Following our sports-based analyses, we also examined whether absolute levels of sunshine, rather than prediction errors, predicted gambling; again, these effects were less pronounced (Fig. 5). Sunshine itself was not significantly predictive of gambling, \( \beta = -0.0009, p = .389 \) (see Table S4 in Supplemental Figure and Tables), and the outcomes-based model again yielded a significantly poorer model fit than the model based on prediction error, likelihood ratio test, \( p < .05 \).

**Effects of SES**

Because our data set spanned 174 socioeconomically diverse ZIP codes, we were well positioned to examine whether the predictive effects of unexpected incidental outcomes varied with SES. When we divided ZIP codes into low- and high-SES subgroups via a median split, we found that sports prediction errors exerted nearly identical effects on lottery gambling (Fig. 6a). Indeed, the Citywide Sports Prediction Error \( \times \) ZIP-Code SES interaction was not significant, \( \beta = -0.0001, p = .769 \) (see Table S5 in Supplemental Figure and Tables). Likewise, solar irradiance prediction errors were not moderated by SES (Fig. 6b). The Irradiance Prediction Error \( \times \) ZIP-Code SES interaction was not significant, \( \beta = -0.0001, p = .407 \) (see Table S6 in Supplemental Figure and Tables). Thus, wealth level appears not to moderate the effect of incidental positive outcomes on risk attitudes as measured by fluctuations in lottery gambling.
However, SES significantly (and negatively) predicted overall lottery gambling (Fig. 7a), $\beta = -0.1284$, $p < .001$ (see Table S7 in Supplemental Figure and Tables): People in low-SES neighborhoods bought more tickets per
capita in absolute terms than did people in high-SES neighborhoods. This result corroborates the well-documented finding that low-income individuals purchase more lottery tickets than high-income individuals (Barnes, Welte, Tidwell, & Hoffman, 2011; Oster, 2004; Rubenstein, Scafidi, & Rubinstein, 2002). Perhaps even more striking, residents of low-SES neighborhoods spent much larger fractions of their income on lottery tickets (Fig. 7b).

In some low-SES neighborhoods, people spent as much as 2% of their annual income on lottery tickets. That we recovered this relationship in our New York City–based lottery data supports our intuition that the composite behavior of people in individual ZIP codes by and large reflects the behavior of its residents rather than the behavior of people commuting to that ZIP code (11 low-residency exceptions were excluded from our analysis, as noted in the Method section).

Discussion

We analyzed a large urban data set using a simple model inspired by computational accounts of reward learning, and our results revealed that people gamble more when incidental outcomes in the environment are better than expected.

Indeed, we found compelling relationships between positive prediction errors and lottery gambling across two disparate domains—professional sports wins and sunshine levels—suggesting that the malleability of gambling attitudes may generalize, more broadly, to other positive or negative outcomes that occur outside of residents’ control. Taken together, our results reveal a remarkable malleability to human risk taking. Furthermore, our results underscore the (so far largely unrealized) utility of massive real-world data sets to elucidate psychological phenomena, both to externally validate existing hypotheses developed in the laboratory and to circumvent the limitations of traditional laboratory study (Coviello et al., 2014; Eichstaedt et al., 2015).

![Fig. 5](image-url) **Fig. 5.** Residual composite per capita lottery purchases as a function of current-day direct normal irradiance, separately for the 2011 and 2012 data sets. The dashed black line indicates a zero-magnitude effect, interpreted as the baseline. Error bars represent ±1 SE. Residual values were obtained by controlling for a number of cyclical and noncyclical nuisance variables.

![Fig. 6](image-url) **Fig. 6.** Residual composite per capita lottery purchases as a function of (a) summed citywide prediction error for sports on the prior day and (b) solar irradiance prediction error for the current day, separately for high- and low-socioeconomic-status (SES) ZIP codes. The dashed black lines indicate zero-magnitude effects, interpreted as the baseline. Error bars represent ±1 SE. Residual values were obtained by controlling for a number of cyclical and noncyclical nuisance variables.
Our data set is powerful enough to demonstrate that the effect of prediction errors is both very specific (i.e., it was observed only after local outcomes that would be germane to New York City residents) and very general (i.e., neighborhoods differing in wealth level exhibited similar responses to incidental prediction errors). Although these effects appear small at the level of individual residents, the power of large-scale data sets can elucidate subtle psychological effects that loom larger at the level of a city. Indeed, on a day in which multiple sports teams unexpectedly win, approximately $160,000 more is spent on lottery gambling relative to an average day. In both sports and weather, positive and negative prediction errors were predictive of increased and decreased gambling, respectively. It is noteworthy that in sports, negative prediction errors exerted larger effects, although this is perhaps not surprising given that previous work examining professional sports outcomes and financial markets found that only losses could account for changes in market returns (Edmans et al., 2007). Conversely, the influence of sunshine itself has been demonstrated to exert a positive effect on risk tolerance (Bassi et al., 2013), which dovetails with our finding that irradiance prediction errors exerted larger positive effects than negative effects. We note that previous work has examined the effects of longer-term fluctuations in seasonality on risk attitudes (Kamstra, Kramer, & Levi, 2014). A relevant question for future work is whether a prediction error on weather should be viewed as reflecting expectations based on a weighted average of the recent past or on foreseeable seasonal variation.

One possible psychological-level explanation of our effects is that positive deviations from expectation may foster positive moods (Rutledge et al., 2014); these moods, in turn, are known to drive risk-taking behavior (Arkes et al., 1988; Bassi et al., 2013; Schulreich et al., 2014). However, it is important to consider that changes in affective state (e.g., mood) may not be necessary to explain how positive prediction errors foster risky decision making, and alternative mechanisms may merit consideration. For instance, neurocomputational accounts of learning emphasize a critical role for dopamine in signaling positive prediction errors (Bayer & Glimcher, 2005; Schultz et al., 1997); at the same time, dopamine levels modulate risk taking in animals and humans (Rutledge, Skandali, Dayan, & Dolan, 2015; St. Onge & Floresco, 2008)—and neither of these explanations necessarily involves mood. Thus, incidental prediction errors could drive fluctuations in risk taking through dopaminergic action without changing affective state. Alternatively, individuals may overgeneralize from their experience with incidental outcomes, which may lead them to believe that other low-likelihood outcomes are possible. Finally, a disproportionate sensitivity to positive prediction errors or a shift in attention to positive outcomes (or both) may lead to systematic overconfidence (Johnson & Fowler, 2011; Sharot, Korn, & Dolan, 2011). Clearly, future work is needed to evaluate these alternative hypotheses and to assess more definitively the role of mood state in the relationship between prediction errors and gambling.

The effect of prediction errors was similar in both low- and high-SES neighborhoods. Because low SES is associated with reduced willingness to take risks (Hausofer & Fehr, 2014) and with negative mood (Galea et al., 2007), it is perhaps surprising that unexpected positive outcomes foster positive moods (Rutledge et al., 2014); these moods, in turn, are known to drive risk-taking behavior (Arkes et al., 1988; Bassi et al., 2013; Schulreich et al., 2014). However, it is important to consider that changes in affective state (e.g., mood) may not be necessary to explain how positive prediction errors foster risky decision making, and alternative mechanisms may merit consideration. For instance, neurocomputational accounts of learning emphasize a critical role for dopamine in signaling positive prediction errors (Bayer & Glimcher, 2005; Schultz et al., 1997); at the same time, dopamine levels modulate risk taking in animals and humans (Rutledge, Skandali, Dayan, & Dolan, 2015; St. Onge & Floresco, 2008)—and neither of these explanations necessarily involves mood. Thus, incidental prediction errors could drive fluctuations in risk taking through dopaminergic action without changing affective state. Alternatively, individuals may overgeneralize from their experience with incidental outcomes, which may lead them to believe that other low-likelihood outcomes are possible. Finally, a disproportionate sensitivity to positive prediction errors or a shift in attention to positive outcomes (or both) may lead to systematic overconfidence (Johnson & Fowler, 2011; Sharot, Korn, & Dolan, 2011). Clearly, future work is needed to evaluate these alternative hypotheses and to assess more definitively the role of mood state in the relationship between prediction errors and gambling.

The effect of prediction errors was similar in both low- and high-SES neighborhoods. Because low SES is associated with reduced willingness to take risks (Hausofer & Fehr, 2014) and with negative mood (Galea et al., 2007), it is perhaps surprising that unexpected positive outcomes foster positive moods (Rutledge et al., 2014); these moods, in turn, are known to drive risk-taking behavior (Arkes et al., 1988; Bassi et al., 2013; Schulreich et al., 2014). However, it is important to consider that changes in affective state (e.g., mood) may not be necessary to explain how positive prediction errors foster risky decision making, and alternative mechanisms may merit consideration. For instance, neurocomputational accounts of learning emphasize a critical role for dopamine in signaling positive prediction errors (Bayer & Glimcher, 2005; Schultz et al., 1997); at the same time, dopamine levels modulate risk taking in animals and humans (Rutledge, Skandali, Dayan, & Dolan, 2015; St. Onge & Floresco, 2008)—and neither of these explanations necessarily involves mood. Thus, incidental prediction errors could drive fluctuations in risk taking through dopaminergic action without changing affective state. Alternatively, individuals may overgeneralize from their experience with incidental outcomes, which may lead them to believe that other low-likelihood outcomes are possible. Finally, a disproportionate sensitivity to positive prediction errors or a shift in attention to positive outcomes (or both) may lead to systematic overconfidence (Johnson & Fowler, 2011; Sharot, Korn, & Dolan, 2011). Clearly, future work is needed to evaluate these alternative hypotheses and to assess more definitively the role of mood state in the relationship between prediction errors and gambling.

The effect of prediction errors was similar in both low- and high-SES neighborhoods. Because low SES is associated with reduced willingness to take risks (Hausofer & Fehr, 2014) and with negative mood (Galea et al., 2007), it is perhaps surprising that unexpected positive outcomes foster positive moods (Rutledge et al., 2014); these moods, in turn, are known to drive risk-taking behavior (Arkes et al., 1988; Bassi et al., 2013; Schulreich et al., 2014). However, it is important to consider that changes in affective state (e.g., mood) may not be necessary to explain how positive prediction errors foster risky decision making, and alternative mechanisms may merit consideration. For instance, neurocomputational accounts of learning emphasize a critical role for dopamine in signaling positive prediction errors (Bayer & Glimcher, 2005; Schultz et al., 1997); at the same time, dopamine levels modulate risk taking in animals and humans (Rutledge, Skandali, Dayan, & Dolan, 2015; St. Onge & Floresco, 2008)—and neither of these explanations necessarily involves mood. Thus, incidental prediction errors could drive fluctuations in risk taking through dopaminergic action without changing affective state. Alternatively, individuals may overgeneralize from their experience with incidental outcomes, which may lead them to believe that other low-likelihood outcomes are possible. Finally, a disproportionate sensitivity to positive prediction errors or a shift in attention to positive outcomes (or both) may lead to systematic overconfidence (Johnson & Fowler, 2011; Sharot, Korn, & Dolan, 2011). Clearly, future work is needed to evaluate these alternative hypotheses and to assess more definitively the role of mood state in the relationship between prediction errors and gambling.

The effect of prediction errors was similar in both low- and high-SES neighborhoods. Because low SES is associated with reduced willingness to take risks (Hausofer & Fehr, 2014) and with negative mood (Galea et al., 2007), it is perhaps surprising that unexpected positive outcomes foster positive moods (Rutledge et al., 2014); these moods, in turn, are known to drive risk-taking behavior (Arkes et al., 1988; Bassi et al., 2013; Schulreich et al., 2014). However, it is important to consider that changes in affective state (e.g., mood) may not be necessary to explain how positive prediction errors foster risky decision making, and alternative mechanisms may merit consideration. For instance, neurocomputational accounts of learning emphasize a critical role for dopamine in signaling positive prediction errors (Bayer & Glimcher, 2005; Schultz et al., 1997); at the same time, dopamine levels modulate risk taking in animals and humans (Rutledge, Skandali, Dayan, & Dolan, 2015; St. Onge & Floresco, 2008)—and neither of these explanations necessarily involves mood. Thus, incidental prediction errors could drive fluctuations in risk taking through dopaminergic action without changing affective state. Alternatively, individuals may overgeneralize from their experience with incidental outcomes, which may lead them to believe that other low-likelihood outcomes are possible. Finally, a disproportionate sensitivity to positive prediction errors or a shift in attention to positive outcomes (or both) may lead to systematic overconfidence (Johnson & Fowler, 2011; Sharot, Korn, & Dolan, 2011). Clearly, future work is needed to evaluate these alternative hypotheses and to assess more definitively the role of mood state in the relationship between prediction errors and gambling.

The effect of prediction errors was similar in both low- and high-SES neighborhoods. Because low SES is associated with reduced willingness to take risks (Hausofer & Fehr, 2014) and with negative mood (Galea et al., 2007), it is perhaps surprising that unexpected positive outcomes foster positive moods (Rutledge et al., 2014); these moods, in turn, are known to drive risk-taking behavior (Arkes et al., 1988; Bassi et al., 2013; Schulreich et al., 2014). However, it is important to consider that changes in affective state (e.g., mood) may not be necessary to explain how positive prediction errors foster risky decision making, and alternative mechanisms may merit consideration. For instance, neurocomputational accounts of learning emphasize a critical role for dopamine in signaling positive prediction errors (Bayer & Glimcher, 2005; Schultz et al., 1997); at the same time, dopamine levels modulate risk taking in animals and humans (Rutledge, Skandali, Dayan, & Dolan, 2015; St. Onge & Floresco, 2008)—and neither of these explanations necessarily involves mood. Thus, incidental prediction errors could drive fluctuations in risk taking through dopaminergic action without changing affective state. Alternatively, individuals may overgeneralize from their experience with incidental outcomes, which may lead them to believe that other low-likelihood outcomes are possible. Finally, a disproportionate sensitivity to positive prediction errors or a shift in attention to positive outcomes (or both) may lead to systematic overconfidence (Johnson & Fowler, 2011; Sharot, Korn, & Dolan, 2011). Clearly, future work is needed to evaluate these alternative hypotheses and to assess more definitively the role of mood state in the relationship between prediction errors and gambling.

The effect of prediction errors was similar in both low- and high-SES neighborhoods. Because low SES is associated with reduced willingness to take risks (Hausofer & Fehr, 2014) and with negative mood (Galea et al., 2007), it is perhaps surprising that unexpected positive outcomes
would engender increased risk-taking behavior. At the same time, we found that low-SES neighborhoods exhibited higher lottery gambling levels overall. According to one account in the economics literature, credit constraints cause risk-averse individuals to play the lottery to increase their chances of crossing a threshold for purchasing a costly, indivisible good (Crossley, Low, & Smith, 2013). In this view, unexpected positive outcomes might engender increased risk taking of this sort.

Taken with caution, these findings may also have significance for policy. As demonstrated in previous work (Clotfelter & Cook, 1987; Oster, 2004) and in the present study (Figs. 7a and 7b), the daily lottery games examined are disproportionately consumed by lower-SES individuals. At the same time, lottery-linked savings accounts—financial products that provide randomized returns to depositors through periodic lottery drawings—have successfully induced saving behavior among low-income populations (Pfiffelmann, 2013). The ability to forecast when people will engage in this sort of gambling on the basis of incidental outcomes could inform how and when to market lottery-linked savings accounts, which could foster increased financial security.

Over a century ago, psychologists began to turn to the laboratory to isolate and analyze psychological phenomena. This powerful approach offered many advantages, but it also had the effect of shifting psychological inquiry away from the study of natural human behavior in the real world. Although correlational studies are limited in their ability to reveal causation, the growth of large-scale data sets now offers psychologists the opportunity to return to the field with newfound statistical power and precision. Our contribution to this endeavor is to show that unexpected outcomes predict meaningful behavior in the environment.
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